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“Data Cubes” - a cluster of Pilots



Data cubes in the NFDI4Earth pilots 



Data cubes emerge everywhere … 

https://www.earthsystemdatalab.net/

https://r-spatial.github.io/stars/ https://eurodatacube.com/ http://www.rasdaman.org/

https://www.opendatacube.org/



Getting data cubes “Analysis Ready”:

● Avoiding complex data splits
● No further preprocessing 
● Minimizing access barriers
● Enabling complex exploration
● Visualization

Overarching aim: Empower big gridded data

Fig top: Hannes Feilhauer

https://www.youtube.com/ →“ESDL Datacube”

https://www.ecmwf.int/en/about/media-centre/focus/2017/fa
ct-sheet-ensemble-weather-forecasting

https://www.youtube.com/


One example of “Analysis Ready Data Cubes” 

Mahecha, Gans et al. (2020)  Earth System Dynamics, 11,  201-234.

The Earth System is multivariate, and coupled 
across sub-domains!

● Towards multivariate exploitations
● Dimension-agnostic implementation
● Cube with interactive computing environment
● Mapping arbitrary user defined functions
● Cloud readiness 

https://www.earthsystemdatalab.net/

http://www.youtube.com/watch?v=9L4-fq48Ev0&t=46


Arbitrarily complex workflows can operate on the cube 

Mahecha, Gans et al. (2020)  Earth System Dynamics, 11,  201-234.

Intrinsic dimensionality of land-surface dynamics
● What is the redundancy among all the 

land-surface variables?
● What are the minimum number of orthogonal 

dimensions needed?

Dimensionality 
reduction / location



We need to prepare → 

Challenges

● Very high-resolution data sets 
(observations and models!)

● Heterogeneous sources

● Work across repositories

● Multiple data cube solutions



But we are not alone → 

“2i2c Hub is a collection of open source tools that provide 
interactive computing environments in the cloud.”



Analysis Ready 
Cloud Optimized 

Data Cubes



Storing spatiotemporal datasets

● Typically in NetCDF or HDF5
● Metadata + data in a single file
● File can be arbitrarily large
● Simple subsetting
● Made for filesystems, random 

access through seek operations

Figure: Fabian Gans  - unpublished
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Storing data in the cloud

● Different characteristics than 
filesystem-based

● Objects in a bucket instead of file 
hierarchy

● Large latencies
● High data throughput (limited by 

network bandwidth)
● Access to objects, no seek 

operations possible
● Highly scalable



Spatiotemporal datasets in the cloud

Figure: Fabian Gans  - unpublished



Spatiotemporal datasets in the cloud

Split by years?

Bad because of:
- split metadata
- no way to quickly 

access metadata
- slow time series access

20
2001.nc

2002.nc
2003.nc

2004.nc
2005.nc

Figure: Fabian Gans  - unpublished



Spatiotemporal datasets in the cloud

Use a 
cloud-optimized 
data format

Zarr - e.g. used in PANGEO
TileDB
Cloud-optimized GeoTiff
HDF5 Cloud

Figure: Fabian Gans  - unpublished



Example “zarr” format - truly open
fgans@atacama:/sgross_primary_productivity$ ls -a
.          1.5.10    3.2.2     4.7.8   6.5.12  8.2.4
..         1.5.11    3.2.3     4.7.9   6.5.13  8.2.5
.zarray    1.5.12    3.2.4     5.0.0   6.5.14  8.2.6
.zattrs    1.5.13    3.2.5     5.0.1   6.5.15  8.2.7
0.0.0      1.5.14    3.2.6     5.0.10  6.5.2   8.2.8
0.0.1      1.5.15    3.2.7     5.0.11  6.5.3   8.2.9
0.0.10     1.5.2     3.2.8     5.0.12  6.5.4   8.3.0
0.0.11     1.5.3     3.2.9     5.0.13  6.5.5   8.3.1
0.0.12     1.5.4     3.3.0     5.0.14  6.5.6   8.3.10
0.0.13     1.5.5     3.3.1     5.0.15  6.5.7   8.3.11
0.0.14     1.5.6     3.3.10    5.0.2   6.5.8   8.3.12
0.0.15     1.5.7     3.3.11    5.0.3   6.5.9   8.3.13
0.0.2      1.5.8     3.3.12    5.0.4   6.6.0   8.3.14
0.0.3      1.5.9     3.3.13    5.0.5   6.6.1   8.3.15

Array Metadata:
● data type
● chunk size
● endianness
● compressor
● filters
● fill value

User Metadata:
● like netcdf attributes
● units
● creator
● long name etc...



User API - simple but powerful



User API - simple but powerful



QUESTIONS?



Spatiotemporal datasets in the cloud

Optimize chunks 
according to 
access pattern

Figure: Fabian Gans  - unpublished



Spatiotemporal datasets in the cloud

Optimize chunks 
according to 
access pattern

Time series
Figure: Fabian Gans  - unpublished



Spatiotemporal datasets in the cloud

Optimize chunks 
according to 
access pattern

Maps
Figure: Fabian Gans  - unpublished



Efficient storage ....

Fabian Gans (in prep) Efficient data cube storage of unlimited size filed 

Figure: Fabian Gans  - unpublished



Regional cubes, specific cubes, all data in one concept

Figure: Miguel Mahecha - unpublished

Analysis: Felix Behrend - unpublished



Very simple “two-line” operations

Mahecha, Gans et al. (2020) 
Earth System Dynamics, 11,  201-234.



Very complicated workflows

Mahecha, Gans et al. (2020) 
Earth System Dynamics, 11,  201-234.

https://www.earthsystemdatalab.net/

http://www.youtube.com/watch?v=9L4-fq48Ev0&t=122


Potential for more complicated parameter estimation

Mahecha, Gans et al. (2020)  Earth System Dynamics, 11,  201-234.



Potential for more complicated parameter estimation

METHOD: Mahecha et al. (2010) Science, 329, 838-840 → See Champion Use Case Model Parameter Estimation

True i.e. unconfounded parameter

Mahecha, Gans et al. (2020)  Earth System Dynamics, 11,  201-234.



Conclusions
● New in-situ and satellite remote sensing products refine our understanding of Earth system processes

● Flood of downstream data processes require new data analytic approaches

● We are at the edge to a do research in digital-twin Earths with unprecedented opportunities - but 
without solving fundamental issues (physical data consistency, resolutions operationally at the level 
of true processes understanding etc…. ) → New ideas wanted


