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Abstract
Visual  question-answering  (QA)  helps  users  interpret  complex  visual  information,  making  it
easier and faster to gain insights also from maps and geospatial data in a variety of contexts.
This  project  aims to  create an open dataset  tailored for  thematic  map-based QA systems,
accompanied  by  a  baseline  model  to  demonstrate  its  usage.  By  compiling  map  images
annotated with question-answer pairs, the dataset will enable Artificial Intelligence (AI) models
to extract and interpret geographic and information from maps. The deliverables will include a
curated dataset, a baseline model, documentation, and an evaluation report, all of which will be
released under a permissive license to support further research on the topic.

I. Introduction
In the domain of Earth System Sciences, geographical maps are often used to visualize data,
communicate research results and describe phenomena. Reading maps requires sophisticated
reasoning,  as  it  involves  combining  multiple  visual  variables  in  order  to  extract  spatial
information and draw insights.  The results of  our recent  research show that  content  is very
important to map readers when interacting with maps [1]. Question-answering (QA) serves as a
method to extract and evaluate map content [5].

Recent advances in computer vision and large language models have extended what we
have been able to achieve in terms of assisting human reasoning with technological tools. The
computer  vision  task  of  teaching  machines  to comprehend the content  of  a  picture and to
answer questions about it in natural language is called visual question-answering (VQA). VQA
applications are generally important for visually impaired people as they can significantly assist
in  the interpretation  and description  of  visual  content  [2].  Moreover  VQA systems can help
overcome  language  barriers,  and  even  enable  fact  checking  if  combined  with  external
knowledge bases, such as SciFact and Climate-Fever.

Chart question-answering and chart understanding are recognised as distinct subtasks
of VQA, leading to the development of specialised datasets, models, and applications [4, 3]. We
have used geographical  maps as input to some of these systems, but our preliminary tests
show that existing systems do not generalise well to such input. Given the importance of maps
to Earth System Sciences, and their complex nature as representational artefacts, we propose
the development of an open dataset specifically designed to facilitate map QA, along with a
baseline architecture to demonstrate its potential.

https://www.sustainablefinance.uzh.ch/en/research/climate-fever.html
https://github.com/allenai/scifact


II. Incubator Project description
The  aim  of  the  project  is  to  create  an  open  dataset  of  thematic  map  images,

accompanied by a baseline model for implementing map-based QA systems. The total expected
duration is six months. Below is a description of the individual tasks that make up the project
and their respective durations. Some tasks will overlap, please see Fig. 1 for reference.

The images will be sourced primarily from maps available on Our World in Data, which
catalogues global maps and makes them available under a CC BY license. We will  also be
sampling  geographic  maps  from  papers  published  in  journals  under  permissive  licenses.
Collecting and pre-processing (if necessary) the images is expected to last one month.

After collecting the images, we will define the types of questions the dataset will cover
(two weeks). Drawing on related literature and real-world applications, we aim for the dataset to
represent a broad range of potential user questions. The collected map images will  then be
annotated by linking maps to the corresponding questions and answers. Additionally,  we will
annotate  map elements,  such  as  legends,  titles,  north  arrows,  and  scale  bars  and,  where
possible, the geographic extent.  For this task, we will  use the annotation tool  LabelMe. The
annotations will be provided in the form of JSON files. This phase is expected to take a total of
two months.  In  case  additional  data  is  needed  but  time is  constrained,  data  augmentation
techniques such as synthetic question generation will be used to expand the dataset.

Subsequently, we will train a predictive model in an open manner, making all data and
code available on Github and Hugging Face for community access. The purpose of the model is
to serve as a baseline against which map QA capabilities can be demonstrated. For the model
training  we will  use PyTorch.  We will  develop  our  baseline  architecture  using  open-source
machine learning models for both image (e.g., ResNet) and text (e.g., BERT) processing. This
will  take a total of seven weeks, three of which will  overlap with the data annotation phase.
Should the time available prove insufficient, we will fine-tune a pre-trained model.

The  model’s  performance  will  be  evaluated  in  terms  of  accuracy,  consistency,  and
relevance in answering questions and in user testing with unseen input. The total duration of
this phase will  be three weeks, with one of these weeks overlapping with the final phase of
model training, should adjustments be required.

In the final month of the project, two weeks are allocated for documenting the work, and
an additional two-week buffer period is reserved for unforeseen obstacles. The documentation
of the work will  include the creation of a separate metadata file in an appropriate format, in
accordance  with  the  FAIR  principles.  If  the  buffer  is  not  needed,  it  will  be  re-allocated  to
pursuing our stretch goal of deploying the application on Hugging Face spaces.

Figure 1: Gantt chart of the project.

https://huggingface.co/
https://github.com/
https://github.com/CSAILVision/LabelMeAnnotationTool
https://ourworldindata.org/data


III. Relevance for the NFDI4Earth
This project will deliver a first-of-its-kind dataset dedicated to map QA, together with an

open source baseline model architecture, in line with the FAIR principles and against the trend
of data privatization. Expected users include scientists, data curators, as well as infrastructure
providers and system integrators,  who can use these resources to advance map-based QA
applications.  For  example,  this  dataset  can  support  the  development  of  tools  for  visually
impaired users and enable  the linking of  geovisualisations  to NFDI4Earth data repositories,
thereby improving the accessibility  and usability of  geographic  data.  Maps under  Maps and
Visualizations of the Climate Service Center Germany could also serve as input to the dataset, if
granted permission to use them.

IV. Deliverables
• Open dataset including map images, annotations and metadata.
• Open source baseline model for map QA.
• Jupyter notebook showing the usage.
• Documentation and performance evaluation report.

All items to be made publicly available on Github and Hugging Faces.

V. Finance plan
The requested funds will be for a full-time position for a period of 6 months.
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